APF Meeting 9/14/04

Present: 

Matt, Lee, Will, Steve, Jerry, Bob, Nick (Lick grad), Tony, Burt, Debra, Theresa (Deb’s grad), Rem, Barry

15 months for instrument; dome schedule slipped already by 1-2 months.

Upper level details:

Dome: Matt has word that EOS will sign – issue of structural calculations, reviewed by our structural engineer for Icestorm I. All requirements met. Icestorm II has additional calcs, mostly the same but for weight distribution. They still need to provide to our SE. 

Foam insulation: Manufactured by Australian/Saudi company -- Dow product but doesn’t have a UL listing. Presents problem for fire marshal & CA building code. They must purchase UL listed foam from USA. Will affect some manuf scheduling, but not on critical path. Sched slipped at least a mo due to NDA and struct calcs. 

Overcoating: made by Australian co.and not fire retardant – may need to use US brand, unclear right now. Sign contract before bringing this up, then work out to avoid further delays.

Couple of key folks not on project any longer – PP&C PM unresponsive, Matt taking care of most those duties. EOS/EOST having issues – (floor decks, etc.). Conseq of going to 2.4 meters and some internal restructuring. Kevin Harris new PM. EOST wants to do the following: (No effect on schedule.)

Direct Drive system for motors: Kevin says there will be no impact on schedule, and is best for telescope. Remove friction drive, alt/elev bearings become primary drivers. Brashear telescopes all use this method. Fewer moving parts, “no downside.” Need design document describing details, test data, etc., before we sign off in case it doesn’t work. Works well for 1 meter teles, so scale up. We will be guinea pigs for use of direct drive on larger telescopes. No extra cost (they will eat). 

Steve: Change to contract, additional work order? Although there is no additional charge, this is a major change in the telescope spec, so yes, contract will need to be addended. If causes delays, etc., what to do? Punish financially? Perhaps; get all pieces in place for us, prove that schedule will not be affected. Motor design, time line, what happens if something fails all need to be addressed by EOST.  Dave: Perhaps we could have an indep consultant like RSI to evaluate. Lee: Check if second motor will run system if one fails.Dave: Difficult to tune with servo systems unless physics is flawless – should worry about getting it to go, to point and track. Kevin said this is easier to tune. 

Basically, all this needs to exist in documentation – why are there two motors? Optical beams pass thru center of motors (donuts) – must we disassemble to repair? Magnetic encoders in slit area: how well contained are motor magnetic fields?

Will: Do we really want to be guinea pigs? What so wrong with friction drive? Nothing wrong, but Matt doesn’t like stress shown by contact pressure. Motors less expensive, more readily available – not new technology. Increased acceleration is the main advantage, but that is a main feature we don’t need – so why use it? What is really best for us? We know friction drive won’t let us down, and might be best schedule wise.

Action: Matt will get necessary docs, follow up and discuss. 

October 6 – Field trip to Lick w/Rob Brunswick (EOS head dome guy). 
Matt structural engineer meeting 9/15 – geotech analysis w/recommendations, study of soil conditions (relating to anchors we will use for dome). EOS designed foundation, will provide to SE for preliminary foundation design. 

Dome: cable wraps due south, 430 deg.; smart enough to unwrap before starting next observation? Yes, that should be part of the automated process.

Telescope: Primary mirror (Rayleigh Optical Corporation): spheration done. Matt wants to observe test on another 2.4m telescope. However, Rayleigh is essentially responsible to EOST.  Secondary mirror not on order yet, not on critical path. Possibility of using fused silica: Very expensive, but doesn’t have to have null optic to test (saves money). Rayleigh gave price to EOS – we need more details about test, they are very proprietary about procedures. Our take: no go – if we don’t know what they’re doing we cannot agree. Suggest non-fused silica w/more conventional testing technique. There are currently 4 or 5 bids on the secondary; will send list to EOST of vendors NOT to use.

Software: Problems w/info exchange w/software group. Only received 1 package, very detailed API – read/write values from system, example programs, very detailed. Is this responsiveness a one shot deal? Or is barrier broken? Unknown: There are other documents we need, but not right now – not sure how it will play out in the future. For now, Will will run against simulator, but need time and resources. Do we have libraries and header files (Nick)? No – but need them before we can run simulation – Jeff Cotter/Kevin Harris must be contacted. S/W needs to be proactive in getting what they need. Start working on now if so difficult to get what we need. 

Action: Will to do list of needed s/w components and need-by dates. Follow up if delays or difficulties.
Dome scheduler: Have scheduler and optimizer (capability for 10-rule set). Need to run simulation first? We will make our own if theirs doesn’t work. We have done this before, but procedure needs improvement. One important aspect is the pace at which one goes thru objects, except for variations in the conditions: requires sophisticated programming. Select objects quickly, go from there in reactive mode – reservoir to dip into no matter where you are, but have weighted priorities. Telescope needs to know what to view next and what to skip if conditions quickly change. EOS source code in escrow (7 yrs) – may be able to adjust, but cannot re-write. Process will be monitored through the end of 2005, when system will be fully automatic. Need to work on this now due to instrument h/w.  How do we evaluate? Talk to Jeff Cotter – can we fire it up and practice? Probably not quite finished. Small piece of s/w – Debra does optimization, code will adjust. 

Dome controller/instrument controller talk to each other – EOS driving this. But if that doesn’t work, how can we bypass? Test by fooling system by an hour and seeing if it jumps to next target. Set up in High Bay, run simulation. Need to know where are we in cable, sidereal time, unwrapping time. What limits wrap? How many more degrees can it kick out if necessary? Slews fast, can work around. 4 degrees/sec to unwrap – not sure how fast the dome goes, though. 

Met station: On site? Not on dome, on separate structure. (Probably Astrograph, to match up with other met stations.) Install in November to test in January during most extreme weather conditions. Should be able to get in a couple of weeks. Stand-alone. Need to know interface; TBD. 

Action: Matt will take care of getting met station for installing in November.

Robotic software: Will it call for help if can’t close down in trad fashion? Yes, system sends out emails for different conditions. Has emergency stops. Key-locked manual mode shuts down auto mode. Our dome has new shutter design – motor on moving aperture of dome, chain is stationary and motors climb up and down, on either side of slit. Normally, if you went out vent door to balcony, power outage would automatically shut you out. Shutter inside with no height limit – omega drive is exterior but under shutter, with safety feature. Will test and run at factory, we can witness or they will send us results. Only part that will be fully assembled. Improvement on previous designs. Need to know: How to access motor in open positions, how to get to?

We need to have ability to send email, tell dome to close. 120” control room good place to have audio/visual alarm for APF, since someone always there, ostensibly. But not only place. 

Will: Controls one floor down, just in case something happens. Will it survive reasonably safely if dome open for a night? Probably, but electronics rack at risk in adverse conditions.

Control room has wood roof w/insulation. Cable wrap holds power for systems. Actively cooled during evening. Rain would fall on ceiling above, perhaps install a membrane that would shed water – or umbrella over electronics rack. Cables up ladder, packed with foam, but should loop to shed water. 

Action: Plan in writing for fail scenario: Tony will write. 

ICDs: Will’s group and Barry to look through. Barry’s point: there is no electrical interface due to cable going direct to wrap.

Documents written for 1.5m, not 2.4 – not what we’re doing, placeholder for now. Not what Lee and Matt want, will redefine for our purposes.

Action: Matt will send revised time line.

Spectrograph: Revised schedule and budget. Funds in place, okay that not all money is there. Schedule is carrying Will’s pessimistic s/w estimate (4500 hrs). USNO funds for overrun. Money left over from construction estimates? Know more in next couple of weeks when civil engineer does estimate. 

Including extra cost of glass (100K), 70K placeholder for coatings, controllers done by us, we are in good shape.

Labor from last month taken out – will send new sched starting now.

Running CCD in next few weeks, dewar pretty much built. Controller not finished (cables outstanding, wiring, etc.) – box is done. Wei will do this. Exact replica of controllers on Mt. Ham so we could pull one? Wei guide camera will be driving our CCD. But documentation issues still exist. On board level, direct replacement w/dedicated spare living in dome is desirable. Parts ‘china-made’. 

Run in lab in cryotiger for 6-8 months to minimize future problems (lesson from HIRES). Currently planning on tantalum shielding – test concretes for cleanness so it’s not hot. Extra layer of shielding in insulated enclosure? Tantalum shielding only good to factor 2 on dewar 8, local shielding only. Is EEV device sensitive? Easier to clean out cosmic rays. Thickness issue of CCDs – get dewar to 120” and put by dewar 8. Ask Richard or LBL people. ¼” tantalum good as 3/8” of lead. Tantalum is clean; need clean concrete as well. 

Action: Matt will follow up on clean concrete issue. 
Action: Lee will have Deb post spectrograph drawing showing calibration source, guider, pick-off optics, camera/prism/grating control. Matt showed current drawing w/ADC attached to spectrograph. Doesn’t show frame. Jerry still needs to make FEA model. Assemble spectrograph/ADC as unit, align parts. Then assemble breadboard w/optics and space frame, put together in a week. Planning on using invar for structural purposes, but have not done weldments – still have to test. Insulated panels w/be independent from instrument. Mounting plate w/be made in Santa Cruz. Drawing half-scale. Still no glass from Ohara for spectrograph - - way late. Optics still not set. Jerry doing camera design, Lee working on global issues. Then main structure design will rest w/Lee and Matt once contract stuff is finished up. Breadboard parts commercially available. 

Why not cool instrument along with dome? That is ideal – heat generated by electronics does have to be dealt with – perhaps chiller? $10K. Fan coils for different levels, part of price of dome. Run hoses to instrument, air delivery system, heat exchanger (exterior), control algorithm. This should keep it dry and cool. Action: Matt will investigate what it will look like and cost. May have additional shielding for CCDs. Alignment telescopes under discussion. How motoring will effect ADC is an issue. Tricky, or tightest, area of instrument is ADC/spectrograph meet-up. Good that issues are being dealt with at this point (early rather than late). May be able to scan image back and forth to widen order, points spread over multiple rows – but may not necessarily be good for this instrument (steering beam, but done with mirror – rotate CCDs). Put in image rocker? Could if called for, have image rotate on slit. Secondary mirror has ability to steer beam w/tip-tilt over a couple of arcsecs – has enough resolution. Control system support? Perhaps, chopping secondary – very slow trail over small region. Can be done. 

Next year: Site work, dome assembly. Dome will only have someone from EOS to supervise assembly, we will provide labor (Lick, sub-contractor?) – TBD. W/Steve Crowe gone and new PP&C – lots of extra work on Matt. 

No fire suppression – difficult and expensive, but fire marshal will pass on it. Electronics only danger area, will install at least smoke/heat detectors and alarms (or FM200). It is not an occupied area, but considered equipment. “Fully insured” by University. 

Next meeting: Full or subset every other week.  

Public Website – later.

Internal – need now.

Deb/Tony will work on public Web site; use Deb’s current design but have different nav. Deb will maintain internal site. Directory should be writable by everyone so they can post their own documents.

Tuesdays 1-3 PM to alternate w/ADC. 

Meet next week 9/21: 1 hour, bi-weekly after that. Email reminder Mondays.

