8 October 8, 2004

Matt, Barry, Nick, Will, Burt, Jerry, Debra, Steve, Bob, Lee, Chris L, Steve A., De

Dome/Site work/telescope work update:

Problem w/guide cam has highlighted need for spares for APF. (aside before mtg began)

Matt found out two days ago, Rob Brunswick is xferring to Tucson in 3 wks. Site: under control, issues w/big lift: 10 metric tons, floor to dome. Contacted King Crane for capacities, they have a 110-ton that is articulated in the middle for Mt Hamilton Road. Matt w/ send team new drawings w/dome, staging area. Road to the 120 will be closed for a couple of weeks. Fire road problem? Not so far. They still don’t have any one qualified to drive the fire truck.

Chiller will be next to garage on way to astrograph . Piping above ground to astrograph so won’t have to trench rock. Do cost control ahead of time w/architect and engineer to avoid overruns. Utilities open issue: communications source? High speed: twisted pair? Where on Mt? Fiber from 120”, offers Will. Are there existing conduits? Ye,s w/alarm wire, but need spares. Power is sufficient. May need to cut into hill. Mirror handling cart is up to 10K lbs.

EOS sent dome-telescope ICD, need telescope-instr ICD (still have missing numbers). We are in contract on the dome. Foam, fire protection issues solved. Received revised telescope dome contract from USNO – still need no-cost contract for IP, Matt is chasing it down. Matt w/be at EOS next Thursday all day. Scheduling issues w/primary due to mirror support negligence. Plans to hammer ‘em. Rob going there to help w/program management; he’s a straight shooter, so will deliver message clearly about our dissatisfaction. New telescope and dome schedule when Matt returns. Matt will be asking for copies of all orders, etc., when they are sent to sub-contractors and vendors. 

Earthtech: Structural engineers. Steve Ehrud negotiated contract w/them, originally for $150K. Went down to $110K, which we were told is reasonable fee, but Matt unclear about what is going to be done for that $$: There is one review, two people, answers in one day’s time. If there will be no refund of money, they should do more for us, i.e.,  guide bidding process, spend time w/contractors to make sure we are not being ripped off, etc. They have been responsive with drawings, Matt is pleased w/Charles and his understanding of dome and how it works. If it works out right, should save us on construction costs (for that kind of money): Make sure drawings/specs are clear and concise, do only what facility needs, not add to workload. Two estimating processes to estimate cost of site work. If not in budget, we will work it. Site work start in spring ’05. 6-8 weeks, solidify in winter to be first job in spring. Start in winter if weather amenable. 

Weather station: been sending email. Erect on top of astrograph. Wireless or line of site desirable, but fiber okay. Telephone needed in dome, can be off the shelf. EOS places order, part of fixed price. Get early if possible.

Telescope Drive: Schedules show that even if drives take twice as long to implement, they are not on critical path. Still pushing for motors; but they really need to give us a presentation to convince us. Friction Drives need to be realigned, we just found out; but we’ve never had problems w/Nickel or most other friction drives. If they can put together complete design document, get it reviewed by outside source, etc., we MAY revisit. We had decided NOT to go with direct drive: Do we want to revisit due to alignment issues? Get alignment issues details from them and discuss. Talk to technicians dealing with the problem. Any documents or reports describing problem: we NEED to know! Really big decision, must have all the information available, as we just found out about the problem. Steve uncomfortable with direct drive, they have not done it before on this size telescope. We can deal w/realigning friction drives, just figure into maintenance. If they do friction drive, will need two of them (for elevation). All this because of increase of primary mirror size. Elevation drive problem meeting acceleration specs. Can we draw back on that spec? Not sure,  depends on how close they can get. But we should stick with our specs and let it be their problem. Sync’d in software, not a problem for us. Azimuth has one drive. Matt w/learn more next week; may need to go to AZ every month or 6 wks.

M2: Blank not received, so not at polisher, we can still take it on. Will talk about getting money back from them.

Magdelena Ridge getting robotic 2.4m telescope, so we can’t fall too far behind. 

Barry on electronics:

Email Thursday. Have not ordered most of electronics, have rack, power controller, two amps; no stages. Questions like calibration lamps and power supply, need actual materials. Some things not in older specs, such as low light level camera etc. Do we want eyes/ears? Concensus is YES. Matt w/write order to test, seems worth it. Second web cam or microphone. Non-IR. Ethernet hub, let s/w decide, email a list of manufacturers we don’t want to contact. Do we want to go cheap or managed? We can monitor port traffic, etc. w/managed. S/w should specify, will be about $1000. Temperature sensors: need a lot of them. Barry is ready to assign wires when he knows how many and where to put them. May want our own temperature monitoring, esp on I2 cell in case of failure. Went w/Omega for sensor because of internet capabilities, alarms, etc. Board connects to Galil w/24 inputs, also used to monitor voltage levels of various power supplies. Incorporate, so we can add 24 more temperature sensors if we want. We should make a list for 24 spots and then populate list. Barry start, team add. Control board, cryotiger, other sensors (redundancy good). Used iode bits avail w/Galil, off/on or inputs need to be ID’d asap. 40 inputs, 8 outputs out of 64 used. Got 18 avail, we may need more; then we might need another system. Present one is good – but no easy way to expand past 64. One currently being used on Mt., PCI card – easy to expand with this if necessary. Shall Barry start buying stuff? Power supply systems expensive, heater controller unit to test, TV cam, etc. Check with Lee, but might as well go ahead.  Galil obsoleted 51000 motor – replaced w/another model, or brushless motors thatt we’ve not tested. Use whatever makes sense. 1000 cts per rev is what we need, equal replacement, same size or smaller. Haven’t checked price comparisons yet – controller company, not motor, we can get motors from somewhere else. Barry will investigate and propose different motor. Motor for PF cam, too. We had five motors built by Pitman – may not be able to replace (1000 is minimum for an order from them); those five were samples. Temperature monitor for instrument (De)? Telescope has focus correction data – need to do for spectrograph. Will be in box, reserve temp input ports for it? Yes, channels available. 1C degree resolution will be fine, not as fine as DEIMOS. ¼ or ½ degree would be great, but 1 is fine. 

Lee:

Populate breadboard, optimize size – heavy per sf. .9m breadboard, 240 lbs. 4” thick. Linear stages included: comparison light sources, integrating sphere (driving distance betwn surface of breadboard and optical center line). Based on 6” diam IS. 4” next size down, not sure if can do. Height doesn’t matter too much, hanging vertically. Nasmyth focus, need to leave space. Turn stage on edge if necessary. No add’l f/holds in comparison source, nest amongst themselves. Lamps need to be in box for both optical and thermal issues. Truss structure: Placing nodes to surround optics: need anchoring points. Nodes at surface level connect to optics, need to determine how subassemblies attach to fork – intermediate structure? NEED THE ICD to know fork specs!!! Two plates represent ADC, which resides in pocket of fork, must rotate w/telescope. Atach to telescope or to breadboard w/mech arm or slave motor? Will need to test w/rest of spectrograph to determine. Test ADC both fixed and moving – cantilever to support ADC to avoid interface w/EOST. Must build rotation stage, keep track, etc.? No need to build into, but should tie into telescope bearing. Why not attach to elevation bearing (SV)? Can’t get info from EOST. Test system w/ADC, config must match w/telescope, separate from spectrograph. ADC riding elevation bearing, we need specs from EOST. Need surface to attach to as well. Still haven’t seen it from EOST. In telescope-to-instr ICD, bearing is indicated – is it the same since increase in M1 size? Matt has to find out. How to make nodes going to table? Don’t have to be spherical, only location is important. Surface or center of gravity? Center of top skin, sheer needs to flow thru. Load factor okay for plate? Not a problem in use, need to see how much it can take when moving. Might need to spread out holes. Most of weight of instrument is carried by telescope, truss holding breadboard. Motor should be away from optical path. Cable not up against CCD electronics. Electronics box on breadboard not shown. Steve thought it would be outside breadboard. Unclear whether flexure attaching dewar. Need room for hand between window in dewar and strut. Lee is finishing up populating breadboard in a few days, then will work on details for truss and how it attaches to fork. Also, iodine cell assembly using thinner heater strip and check power dissipation, how much slot cooling. Do the same for thorium and halogen light sources. Do measurements first before put on instrument. No problem w/custom-made hollow cathode lamp from Juniper (same as on HIRES, good to have spare parts!). 10/90 mix okay, let’s see what HIRES users say. Baffles will be needed to keep comparison light out of optical path: this component should not be afterthought but part of design.

Optics: Camera in March 05. 

Mini-dewar review: wiring inside dewar. Chris W: capacitors, custom board to attach to conflat flange. Discreet wires. Grade 5 device in test dewar, w/in a week. Need to do wiring in camera box – Chris L. Locate electronics box to determine length of cable. 

Developed a list of responsibilities of dewar group: will send out. March/April ‘05 for functional dewar. Test on Hamilton. Check resistance, worms, etc. De will work on in three month window. Work with controller w/out dewar attached. Separate discussion. 

Software – De has test Weicam. Richard’s code needs to be repackaged, no hardwire path names, etc., to customize to different machine. Config files from one cam to another not so easy. Top down adopting code. Not huge effort, a few days. Understands Richard’s code, kettle wrap it to work w/DS9 live image display, keyword library. Make it look like HIRES, DEIMOS, etc. Won’t be exact, but can reuse lots of code. De’s schedule: dewar in three months, too soon. Six months would be just right. Dovetail testing of real dewar w/getting it on the Hamilton – 3-6 months. In a month or two, w/know about E2V chip, then schedule closer to running.  Do we need to write two control systems, for Hamilton test and for APF? There are some differences. Won’t take long to evaluate performance from test. Focus, tip/tilt, hours only, easy to change on and off. About one week of Hamilton time. CCD stuff done first; test won’t drive project. Debra not planning on doing REAL science w/test, too complicated; but might be able to do if schedule works out. Schedule for developing s/w for dewar: De. Need to be robust, for sure, layer around it only. Cost effective, and time effective, maximize code use: few risks. Can get started after ADAS conference. Will need live readout for testing dewar before dewar is done so set to go. But EOS software not sent.  Jeff Cotter is black hole – need responsive contact. Asked for it to be FTP’d or sent on CD two weeks ago; never heard back, but Will didn’t reprompt.  Promised API library, compiled module to enable to talk to simulator – but EOST hasn’t come through. Part of telescope contract, written in Australia. Craig oversees Cotter and EOST; Matt says we are unhappy w/Cotter – may be other points of failure. Cotter w/be in Arizona, Matt w/handle. Will: list of things s/w needs to the end of project. Write up and send to Matt.

Hard copy letter w/list of things to which EOST has not responsive:

1. S/w

2. Weather station

3. Direct drive information vs. friction drive. Need commitment

4. M2 issue

5. ICDs

Matt emailed, but hard copy letter, w/copy to CEO is more effective. 

Kevin is responsible, but many handoffs have occurred. Matt has wanted to keep it on that level – but things are just too far out of hand now. Will write letter today or soon.

Mini Camera review Thursday: concept review, placeholders for design parts.

Invar barrel. Features for cells for radial registering. Baffling. Protection on back of cam to protect element A. Lots of details in design: couplant fittings, bladder for couplant, assembly procedure (Nick will do). Can adopt some procedures from DEIMOS, but this one is much smaller and simpler. Cheaper to make than other instruments.

Steve send update letter to Steve Crane at US Navy? Not yet…wait until Berkeley stuff is worked out for the $200K. 

Optics: Problem w/wedge in lens for focal reducer. Also, lenses thinner, needed to check tolerance. When ran test, changing spacing seems to work okay for that, but wedge issue hasn’t been tested. Could remake if there is a problem, has extra material. Could be bigger as well. Not difficult to make.

Debra writing optimizer, will use it in action. Compare what optimizer gives her with what she would otherwise do. Override priority will be built in. Trail meridian by 30 minutes or more due to 180 deg telescope flip (?). Depending on how long exposure will run, w/rescale exposure time if cloud cover occurs. No weather, only scaling.

Steve: Bench test camera: feed it parallel light, on-axis image quality should be good w/ 6-8” diameter beam. Can use Joe’s.

Debra: Future discussion: how is HELP system going to be monitored. Brain to assimilate? Key words (Keck, daemons look at constantly). Flags but doesn’t correct. De is working on this for ESI right now (K-test intermittent test). Decide what appropriate response is to each item of concern. Go thru list of keywords and what response to failures should be.

Matt and Rob: UPS, how much power to shut down facility. Battery to drive functions: running for minutes after power loss could damage telescope. Idle for 15-30 seconds, shut down if generator doesn’t kick in. Stop slew! But tracking? About the same. Close shutter. What controls what is important. Bears further investigation w/EOS, EOST. Telescope ultimate control, but shut down up to dome. Scheduler should take care of some of this possible problem. Don’t pause exposure, just end (calculate end time). 

Next meeting: 10/15 (DF in Chile 10/18-23) 10 AM.

Topic: Algorithms to apply to conditions. Tony should come; Lee and Nick as well.

Here at Engineering.

