APF Meeting 8/9/05

Matt, Geoff, Debra, Jerry, Bob, Barry, Will, Nick, Dave C., Steve, Jeff D., Bert Jones, Tony, Myra, Rem
Site, dome, instrument/software

Site work: request for consent for rebudget, all set with Navy. Same as worked out w/Ken 2 yrs ago. Navy gets raw data. 5 year w/renewal. From completion or start? Not sure. 

Contracts to Wm Young, entire job incl AC system. Give up contingency and give us the money – he was agreeable (Joe). 10 days to send back bid bonds, then they can proceed. 4 guys from EOS here. Mark Elphick in town tomorrow. Pier in High Bay now. Thurs at Mt. Hamilton meet w/contractor. Schedule Wed from EOS – dome assembly begin in September? Dome anchor first, though. MVRs schedule about right. Dome assembly through January, Feb 1 ‘06 for telescope. Site prep before Oct 1? October 15, probably. Rebar, pier work done so 2 weeks cut off. 850K. Chiller pad, etc., parallel with dome assembly. Foundation has to be ready to start. Rock anchor: small hole to use air track. Depends on equipment. Design values conservative. After that, weather is the wild card. 

Containers 1 and 5 coming soon. Can’t really get started until 2, 3 and 4 get here, beginning of October is when last one should arrive. EOS has been the delay here. They sent some of our stuff to PanStars, in violation of Federal Law. If there is a hiccup, we have leverage. Have to get site works done first, though. Will know tomorrow when bodies will be at work on mountain. Hydrant is still issue. Water supply is tank, there is a pump for fire alarm. 

Met station? Tony: up above rec hall on hill, nice loc’n. Between rec hall and Crocker dome. Meets specs for wind detection; need  cable and computer. Put on 120”? or leave at 40”? Want to avoid complex communication patterns, EOS will desire the most direct connection. Critical part of telescope, tells it when to open and close. Away from traffic. Needs to be higher, in more open place than right by APF. On mast by facility? Build mast high enough. Open issue: figure out location for proximity. Needs to be as high as the slit. 20’ mast? Can make a foundation hole, freestanding; on Astrograph; fiber and conduit from station, on roof of anteroom building? That may be the answer. Sort out details later on. Lick will take care of, not contractor. Lightning protection for dome if nearby.

We will get fiber to astrograph, question re conduit. Will has been working on. Between astrograph and 120” dome. Zach has reviewed, looks good.

Dome: EOS did deliver base stand unit to EOST. 16 KBA UPS is on us. They will provide cooling hoses, amend contract. Similar issues on telescope: drives, what we agreed to; scheduler – we are getting, but not getting an optimizer. What is scheduler? Undefined. They don’t even know. We don’t even want it – Debra will provide what we need. It’s in contract and they don’t want to trade for something else. We are paying for them to develop this for everyone else. They are probably losing money and don’t want to give up anything. 

Software issues: source code into escrow account for 7 years. We are paying for this. Can foresee problems down the road on this, especially in regards to getting code out of escrow (weeks). Then we would have to figure out code. We should get ownership! Concerned about this, they are rewriting code now after Stromlo fire. Will they be less responsive if something goes wrong and they have given us code? EOST/EOS have just restructured AGAIN. Craig will be back in picture more, good for us as he understands astronomy needs. But Will and Bob need to push them along. They are supposed to give us 24 hour response on problems – but what if they don’t? Not sure what we can get. We are now writing amendment, so perhaps we can get optimizer along with scheduler. We have a little leverage in that they haven’t delivered per contract. Our project has high visibility and keeping us happy should count for something. S/W has to have a level of comfort with their deliverables and documentation.

Mirror support: we wrote in that it has to be  a certain size. Handling issues. Mirror has to be handled off the telescope to recoat. Handling fixtures have to be made. Scheduling issues now. EOS agrees to do testing at Rayleigh, on and off support, do null test 5 times. EOST either makes sure Rayleigh does it free, or they will pay for it. Shack-Hartmann system around $50K. Biggest concern is the details of testing not known by EOST. Said “Ask Rayleigh.” Tertiary mirror coated, curve is actual. Silver w/SiO2. Secondary was supposed to ship 2 weeks ago. About 90% done. Siso in France. Need to see test data before paid for. Coating on primary at Kitt Peak, but we have time to change. I.e., Lick coating ready? Betel will do for $15k, Drew and Vern talking to them, depends on the coating. Nov, Dec easy to get in Kitt Peak. Options. Ask EOS to build rolling and flipping cart to handle, which could be used at Lick. 

All weldments are in, except one motor support bracket. Then telescope assembly will proceed, mirror in, servo testing in October. We are a defense rated order, so we are first in queue (they have 3 contracts and only room to build 2 at a time). Steve: perhas UC lawyer contact EOST to let them know we are on this. USNO lawyer? University lawyer could write the letter, but enforcement not in their purview. No need for intimidation techniques YET. 

Software biggest concern and exposure at this point.

Software:

Will: about ½ of budgeted time has been used (1300 of 4500). CCD controller is of concern – 260 planned. Steve and De 320-400 hrs., not counting Bob’s free time. Absorbing Richard’s code a BIG job. Budgeted 80 hrs to wrap dome system in keyword layer, but looking like 200. Stuff for automation cannot be pulled out, has to be of a caliber that it can be controlled robotically without retrofitting. S/W has to support right away. Scheduler can be done away with. On Day One: Don’t need target database but will need a method to fetch them automatically if not SSH’s. Videocam, automonitoring not necessary. No status for remote observing. 560 that don’t need to be there on DAY ONE, but should be there for unattended observing. Scheduling observing is easy, trick is to make sure that if shut down, where does it start up again, next on list or same place? Review and change targets. Pick a point in the sky and pound it. Scheduler plus tasks and implementation. Bottom line: Next 6 months in s/w? When will they be finished? When ready to go on sky? To Do: Spectrograph, CCD, user interface, little infrastructure monitoring things. Bob doing CCD; spectrograph, waiting for dispatcher, parameters into database; need hardware info. Guider is big project for Bob (whose time is free right now); archive will be dealt with by Debra – 200 hours off list – she may  need some consultation, but will write DVDs at  Mt. – 5 gigabytes. Reduce there, save to DVDs. Cheaper to keep raw data, terabyte drives. Leave raw data there for a year, then reduce there. Trickle down at the same time? Might as well transmit: No problem with bandwidth, connection much better, bandwidth doubled. So not a problem any longer. 100 wide flats could be a problem, reduce those down. Mostly want to take median. To answer question:

1. Spectrograph

2. CCD

3. Guider

Ultimate goal is to roboticize – didn’t realize that this would be postponable (Tony). Does project have to be descoped??? We want to get ON SKY – so if we have to hire an astronomer to run the telescope, so be it. Cost overruns have made that a distinct possibility. Re: Software: In the end, we will be waiting for EOS/T to get info to us. No dome simulator from them yet. Will should go to Arizona with Matt with a list of everything he needs. Not on payment schedule, but Matt will try and withhold if this gets out of hand. Rem: does it cost less to have an observer there than to wait for automation S/W? Yes, grad students, others who are being paid anyway. Bob says over the hump with Richard’s software, so not a worry point, the understanding is there. Talking to Lick guider. This will be good for all controllers and cams going in. EOST interface is still outstanding. Version incompatibilities were not foreseen. Readout time for CCDs? Not known yet.

Dewar status: Chris L. built up with mock CCD (polished aluminum) – cooled, ran cryotiger, saw condensation. Check for operation. Solids depositing on faces of mock CCD. Clean up dewar vacuum, new pump station has shown progress.  Cleaner vacuum next phase; clean up deposition on CCD. Low temp, long-term bake-out is goal. Pre-baking all organics going in. Taking time because we have it. Can close to CCD in present dewar. Temp of mock device rising gradually – conduction thru flexure mode. 2 things: stainless can on front of cryotiger to add surface area – 2 watts is okay. Can cool surface when necessary. Not as good as cryocan, but still sufficient.Silicon 80-90% emissivity – once mock device with silicon surface in, temp change due to deposition will disappear. Room for getter, but put in cryocan instead – cleaner than carbon. Sol gel instead (Steve)? Interesting idea, sol-gel on HIRES window field flatteners. Interesting experiment. Test engineering grade device (Debra)? Probably in a month or so. Richard wants to wait. Not holding up anything. CCD has been running in test dewar.

Overall instrument design:

Enclosure shown. Glass and epoxy, 2 big pieces. Interface for electrical connections on exterior, run to rack below, can start making cables. Bulkhead doesn’t move, attached to underside of breadboard. All stages that move on plane of equator. Motors, decoders, limit switches will be built, but without load yet. Cable it up, turn over to software. Static stages most complicated, but also not the most timely. Two months away? Most important thing right now – no more redesign!! Can start on enclosure. Structure has been built and optimized. Camera structure is uniform hexapod. Coaxial element designed, aluminum and invar, most of athermalization will take place there. Optics influenced by invar elements, camera needs to move up and down. Modeling still being done. Can go from –10 to +40 and see not differences, so overkilled on temp. Chiller keep lower level at 62 deg, re-circulate dome air to keep mirrors and telescope at temp; temp control on instrument unclear – making as insensitive to temp changes as possible. There is plenty of cooling available in dome, fans and control loop. Haven’t really discussed yet. Dome air flushed through system slowly (HIRES). Steve’s approach is to highly athermalize and control, will make PSF even better than HIRES at 1m/sec worst. This should be much better. Slight rotation of prisms to allow for spectrum shift. PSF will be changing without fiber feed on seconds time scale (Geoff). Strut adjustments trivial, can wait. Full scale place for building in High Bay. 10 nodes 

Camera: Design hasn’t changed. Was stainless before, but now with struts, construction will be simpler. Lead components for shielding. Triplet attached to coupling element to a-cell. Barrel attached w/e cell on end. Baffling. Front end – concept is that elements are athermalized, mylar between ring and optic. Very like DEIMOS camera. Compression springs. E cell and A cell similar. Triplet 2 cells, B and D are podded with C floating with mylar shims. Pressure ring on flat. Fittings at 10-12 stations both ends of volume and triplet. 10/24 plugs with O-rings, Fluid reservoir backed up to tube, volume change 1/8 cubic inch. Fluid failure, will not go onto grating. Seal grating to prism to keep dust tight.  Update on oil? ID’d samples we can use. Lee took RTVs and immersed in fluids. Using 1160 non-silicon based w/silicon potting compound. Will follow up with folks in AZ on their experiment. Cargill says problem was bogus. Tubing is silicon based. No real hard data over time for oils in instruments. Finally, coupler sep A from triplet – change from two pieces to one. Hoop to protect element to vertex – seal prism to hoop. Check calculations, make sure concept is sound. Final optical design, then ready to start production. Start ordering material. Shop for best way to fit pieces together. Camera 91 kilos so far. Load is 55 arcsec but that’s testing on its side; vertically, there is no bending at all. Baffle system aluminum stack screwed together by three ribs. 

Shielding: 

Against gamma rays, mostly (CCD). AAT not specially shielded. Thickness of CCD is determining factor – thicker, worms seem to make more trouble. Dewar 13 is worst. EEV chip is thin, easy to shield, shouldn’t be problem. Inside dewar easy. Outside dewar: mostly with lead container around folding flat in front of dewar. Clean lead (tantalum way too expensive). Don Groom at LBL says they are roughly equivalent ifyou get clean lead. Same density. Tantalum inside. Clean lead any less expensive? Hard to find? We’ll see. What’s left is aperture, exposure to ground. Single panel under optical path, lead plate about 750 lbs. About 7” below grating. 7.5% of chip still to shield. 

Origin of gamma rays? Radioactivity from rocks, perhaps concrete. Geoff hasn’t really seen this before. 
Lead in bottom of enclosure, would be 800 lbs., and would give 100% protection. Problem is, stairwell is below instrument. If shielding at bottom, it will protect from gamma rays from concrete. Weight a problem? We are still waaaay under weight telescope is required to handle because instrument is so light. 

Haven’t looked into horizontal stations on instrument structure. About 400 lbs off instrument. ¼ inch thickness wouldn’t protect from gamma rays (Debra). Richard says needs thicker. Or layered baffling. According to Don, though, 1 cm gamma ray rate down to introducible cosmic ray count.  Floor and cylinder must be covered with lead. Better to keep in close. Might be making too much of a deal – leave hooks so that if problem occurs, we can take care of. Not worth agonizing over. Test sensitivity of device to gamma rays when we get it! Can’t design to worst case scenario. Take some samples. Leave alone for a while. Lining box makes most sense, keep off instrument.

Fund raising: SIM budget in place to March 2007. Things to purchase. Will go to foundations, etc. But looking for 2-3 people to kick in on 200K level. Next summer may see funds, then look toward automating. Pay back staff? Labor repayment would be best (Myra). Fundraising re naming rights of telescope and dome? Nope – but naming planets, naming institute. IAU will not get in the way. Name of telescope: Now Rocky Planet Finder for PR purposes. 

Keep Panstars situation under control. 

